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Structured Kernel Dictionary Learning With
Correlation Constraint for Object Recognition
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Abstract— In this paper, we propose a new discriminative
non-linear dictionary learning approach, called correlation con-
strained structured kernel KSVD, for object recognition. The
objective function for dictionary learning contains a reconstruc-
tive term and a discriminative term. In the reconstructive term,
signals are implicitly non-linearly mapped into a space, where
a structured kernel dictionary, each sub-dictionary of which
lies in the span of the mapped signals from the corresponding
class, is established. In the discriminative term, by analyzing the
classification mechanism, the correlation constraint is proposed
in kernel form, constraining the correlations between different
discriminative codes, and restricting the coefficient vectors to be
transformed into a feature space, where the features are highly
correlated inner-class and nearly independent between-classes.
The objective function is optimized by the proposed structured
kernel KSVD. During the classification stage, the specific form
of the discriminative feature is needless to be known, while
the inner product of the discriminative feature with kernel
matrix embedded is available, and is suitable for a linear SVM
classifier. Experimental results demonstrate that the proposed
approach outperforms many state-of-the-art dictionary learning
approaches for face, scene, and synthetic aperture radar vehicle
target recognition.

Index Terms— Correlation constraint, discriminative code,
kernel method, KSVD, non-linear dictionary learning.

I. INTRODUCTION

SPARSE-representation-based dictionary learning (DL)
methods have recently drawn much attention in image

classification, such as face recognition [1]–[6], digit classi-
fication [5]–[8], and texture classification [6]–[9], etc. This
is mainly due to the fact that most natural signals can be
sparsely approximated as the combinations of a few items from
a certain dictionary.

Linear DL is designed under the frame of linear sparse rep-
resentation, i.e., a signal y ∈ R

α can be sparsely represented by
the learned dictionary D ∈ R

α×K as y ≈ Dx , where x ∈ R
K is

the sparse coefficient vector. Linear DL can be well adapted to
a certain task, such as reconstruction, classification, and so on.
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The classical task of linear DL is reconstruction. Several
methods have been developed considering the minimization
of the reconstruction error only, e.g., the K-means [10],
the K-SVD [11], and the method of optimal directions
(MOD) [12]. All these methods are unsupervised which do not
utilize the class information of the training set. The supervised
linear DL is believed to have better reconstructive ability [13].
The basic idea is to learn a class-specific sub-dictionary for
each class independently, so that each sub-dictionary can well
represent the signals from the corresponding class. For the
task of classification, the classical reconstructive linear DL is
extended in different ways. Raina et al. [14] learn a dictionary
from an unlabeled dataset, and then the sparse coefficient
vectors of the labeled dataset over the learned dictionary
are treated as features to train an SVM classifier. In [15],
the classification is completed by finding the class with the
minimum of reconstruction errors associated with different
sub-dictionaries. In [1], after concatenating all the sub-
dictionaries into a universal structured dictionary, the sparse
representation-based classification (SRC) [16] is used. Such
kind of methods implies that signals from the same class
lie in the same subspace. However, signals from different
classes often have relevant components, which may cause
common components existing in several sub-dictionaries and
result in misclassification further. In addition, there are no
explicit terms relating to the classification performance in the
objective function.

To address the aforementioned problems, discriminative
linear DL is designed by adding some discriminative terms into
the objective function, in order to directly serve for the clas-
sification task. The added discriminative terms can be mainly
categorized into two kinds. The first kind directly incorporates
a term relating to the classification performance into the
objective function. And the other one imposes constraints
on signals, coefficient vectors or the dictionary, in order to
find more discriminative features, and indirectly improve the
classification performance.

In the first class, the representation ability of the dictionary
and the performance of the classifier are considered at the
same time. Thus the dictionary would match the classifier
better. A logistic loss function for 2-class or a softmax loss
function for multiclass are introduced in [7], [15], and [17].
A classification error of a linear classifier is presented
in [2], [18], and [19].

In the second class, several discriminative terms are
developed to extract discriminative features. The strategies
are mainly focused on five sub-classes. The first sub-class is
to reduce the correlations among different sub-dictionaries,
which is expressed by an incoherence promoting term
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introduced in [6] and [20]. The second sub-class arises from
the point that signals should have nearly zero coefficients
over the sub-dictionaries of other classes, which is expressed
by a discriminative term presented in [3], [5], and [21]. Using
Fisher discrimination criterion, by minimizing the within-class
scatter and maximizing the between-class scatter at the same
time, is the third sub-class, which has been imposed on the
coefficient vectors [5], or the projected input signals [4].
Besides, this criterion is also combined with the local affinity
of data to improve the discrimination of the coefficient vectors
in [22]. Compared with the original data space, the mapped
space of the data are usually believed to reflect the underlying
data structure better, such as the data separability of different
classes. Based on this, in the fourth sub-class, several kinds of
transformations are designed which are jointly optimized with
the dictionary. In [7] and [23], a bilinear transformation acting
on the input signals and the coefficient vectors is required to
match the classifier better. In [4] and [8], a linear projection
matrix is proposed to map the input signals into a space with
better class separability. In [18], a term called “discriminative
sparse-code error” is proposed restricting the coefficient
vectors to be linearly projected into a more separable space.
Gangeh et al. [9], use Hilbert Schmidt independence criterion
to project the input signals into a space where the dependency
between the signals and the class labels is maximized.
In the fifth sub-class, structured dictionaries are learned
via incorporating the discriminative structure information
provided by different sparsity regularizations, e.g., group
sparsity [24] and hierarchical group sparsity [25].

All the DL methods mentioned above are linear ones.
However, recent researches have shown that linear represen-
tation is inadequate for revealing the non-linear structure of
the data [26], [27]. Motivated by the successful application
of kernel trick in SVM [28], KPCA [29], and KICA [30],
etc., non-linear DL implicitly maps the original data into
a high or even infinite dimensional feature space with a
Mercer kernel, and establishes linear sparse representation
in the mapped space, which gives a non-linear effect with
respect to the original space. Non-linear DL approaches
have shown better performance than their linear counterparts
[26], [31]–[35]. Nguyen et al. [26] propose a reconstructive
non-linear DL model whose dictionary atoms lie within the
column subspace of the mapped signals, which is optimized
through the use of Mercer kernels instead of the mapped
signals. As revealed by the experimental results in [26],
the approach in [26] show better performance than linear DL
approaches in [11] and [12], even than discriminative linear
DL approaches in [2] and [18]. In [35], virtual samples are
obtained via singular value decomposition (SVD) upon the
kernel matrix, which are non-linear representations of the
original data that can be used as inputs for the existing linear
DL model to perform non-linear effects.

With a similar consideration to the discriminative
linear DL, discriminative non-linear DL is a new topic aiming
at constructing non-linear representation serving for the task
of classification directly. Just a few works are presented.
In [36], the signals are non-linearly mapped using kernel trick,
and then, a projection matrix w.r.t. the mapped signals, and a

structured dictionary are optimized such that in the projected
low dimensional space the between-class reconstruction
residual is maximized and the within-class reconstruction
residual is minimized. Shrivastava et al. [31] propose a
discriminative non-linear DL method by extending the
incoherence promoting term and a Fisher discriminative term
into non-linear ones, and utilize reconstruction errors for
classification. However, each sub-dictionary in [31] and [36]
is assumed to lie in the span of the mapped input signals
from all classes, which results in weak connections between
sub-dictionaries and class labels.

Motivated by the advantages of non-linear dictionary, and
considering the problems in the existing approaches, we pro-
pose a novel discriminative non-linear DL method, called cor-
relation constrained structured kernel KSVD (CCSK-KSVD),
for object recognition. The objective function for DL contains
a reconstructive term and a discriminative term. In the recon-
structive term, a structured kernel dictionary is designed, each
sub-dictionary of which lies in the span of the mapped signals
from the corresponding class. Thus the sub-dictionaries have
closer links with the class labels compared with [31] and [36].
Besides, the structured kernel dictionary is optimized as a
whole, different from [26] and [31] learning sub-dictionaries
class by class. In the discriminative term, the coefficient
vectors are desired to be transformed into a feature space
which is composed of discriminative codes. According to
the classification mechanism, the realization of classification
owes not to any single feature but to the correlations between
different features. So, the correlation constraint is proposed,
constraining the correlations between different discriminative
codes, and restricting the features to be highly correlated inner-
class and nearly independent between-classes, which matches
the task of classification better. Thus, the specific forms of
the discriminative codes are more flexible, in contrast to the
methods in [18] and [19] setting the specific form of every
single code. Besides, the transformation matrix is constructed
in a way similar to the structured kernel dictionary, which has
a non-linear effect and is different from other transformation
matrices in [9], [18], and [19]. Given the structure of the dictio-
nary and inspired by the algorithms in [2], [18], [19], and [37],
the objective function is optimized by the proposed structured
kernel KSVD (SK-KSVD) algorithm which is developed from
KSVD [11] and kernel KSVD [26].

The rest of this paper is organized as follows. In Section 2,
we formulate CCSK-KSVD. The optimization of the proposed
framework is presented in Section 3. The classification scheme
is introduced in Section 4. Section 5 presents experimental
results on several publicly available databases for object
recognition. Finally, Section 6 concludes this paper.

II. PROBLEM FORMULATION

Given a set of M input signals Y = [y1, y2, . . . , yM ] =
[Y1, Y2, . . . , YN ] ∈ R

α×M , where Yn ∈ R
α×mn is a sub-set

containing mn input signals from class n, M = ∑N
n=1 mn ,

α is the dimension of each signal and N is the total number
of classes. Denote h = [h1, h2, . . . , hM ] ∈ R

M , where
hi ∈ {1, 2, . . . , N} is the class label of the input signal yi .
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Let � : R
α → F ⊂ R

α̃ be a non-linear mapping from R
α

to a dot product space F which is a higher dimensional feature
space, i.e., α̃ is often much larger than α, and possibly infinite.
All the formulations are restricted to Hilbert spaces so that
Mercer kernels can be employed to carry out the mapping
implicitly. A Mercer kernel κ (y1, y2) : R

α × R
α → R

is a function defined as κ (y1, y2) = 〈� (y1) ,� (y2)〉 that
satisfies Mercer’s condition [28]: For all the data {yi }M

i=1,
the function gives rise to a positive semidefinite matrix[Ki, j

] = [
κ

(
yi , y j

)]
. Some commonly used kernel functions

are the Gaussian kernel κ (y1, y2) = exp
(
−‖y1−y2‖2

δ

)
and the

polynomial kernel κ (y1, y2) = (〈y1, y2〉 + φ)η, where δ, φ
and η are parameters.

Our goal is to obtain a more discriminative representation
of the input signals, namely obtaining discriminative features
with better separability. This is achieved by solving the
following optimization problem.

〈D, B, X〉 = arg min
D,B,X

‖� (Y) − DX‖2
F + λ ‖ϒ (Y) − BX‖2

F

s.t . ∀i, j ‖xi‖0 ≤ T,
∥
∥d j

∥
∥

2 = 1,
∥
∥b j

∥
∥

2 = 1,

(1)

where � (Y) = [
� (y1) ,� (y2) , . . . ,� (yM)

] ∈ R
α̃×M ,

D = [d1, d2, . . . , dK ] ∈ R
α̃×K is the sought dictionary,

X ∈ R
K×M is the coefficient matrix, ϒ(Y) = [ϒ(y1),

ϒ(y2), . . . , ϒ(yM )] ∈ R
β×M is a discriminative coding matrix

mapped by another non-linear mapping ϒ : R
α → G ⊂ R

β ,
whose coding scheme is associated with the labels of the
input signals, B = [b1, b2, . . . , bK ] ∈ R

β×K is the sought
transformation matrix, xi is the i -th column of X, T is the
sparsity level, λ is the scalar parameter to balance the two
terms, ‖·‖0 is the l0-norm defined as the number of non-zero
elements in a vector, ‖·‖F is the Frobenius norm.

The reconstructive term and the discriminative term in
model (1), and the discriminative feature will be discussed
in more details in the following.

A. Reconstructive Term

In order to promote the reconstructive and discriminative
abilities of the dictionary, D is designed to be a structured
dictionary, i.e., D = [D1, D2, . . . , DN ], where Dn ∈ R

α̃×L is
the class-specific sub-dictionary associated with class n, and
N L = K . Dn is expected to well represent � (Yn). As stated
in [26], Dn should lie in the span of signals in � (Yn) and
there exists a coefficient matrix Fn ∈ R

mn×L such that

Dn = � (Yn) Fn . (2)

Therefore, the reconstructive term can be re-written as follows:

‖� (Y) − DX‖2
F (3)

= ‖� (Y) − [D1, D2, . . . , DN ] X‖2
F (4)

= ‖� (Y) − [� (Y1) F1,� (Y2) F2, . . . ,� (YN ) FN ] X‖2
F

(5)

= ‖� (Y) − � (Y) FX‖2
F , (6)

where

F =

⎡

⎢
⎢
⎢
⎣

F1
F2

0

0
. . .

FN

⎤

⎥
⎥
⎥
⎦

.

Hence, the optimal dictionary D could be found out by
optimizing F. Since the size of F in column equals to that
of D, F can be regarded as a pseudo-dictionary.

There are two issues should be mentioned. First, the sub-
dictionaries in our approach are different from those
in [31], [32], and [36] which lie in the span of the mapped
input signals from all classes. Second, the structured dictionary
in (5) is not a simple concatenation of the sub-dictionaries as
that in [26]. Because, the sub-dictionaries in (5) are treated
as a whole, i.e., a structured dictionary, to represent the
training signals from all classes, such that each atom is updated
utilizing the entire training set; whereas, the sub-dictionaries
in [26] are trained separately, only utilizing the signals from
the corresponding class.

B. Discriminative Term

In order to make the dictionary D more discriminative,
a discriminative term with correlation constraint is imposed
on the coefficient matrix X of � (Y) over D, i.e., the second
term in (1).

Motivated by the approaches in [7], [9], [18], [19], and [23]
transforming the coefficient vectors into a more discriminative
space, in our model, a transformation matrix B is desired
to map the coefficient vectors into a feature space which
is composed by discriminative codes. So, there are two key
issues in the discriminative term: the first one is which kind
of properties the feature space as well as the discriminative
codes should possess, and the second one is which kind of
mapping is to be chosen.

In former studies, the feature space is constrained by
elaborately designing the specific form of every discriminative
code. Here, we denote this kind of discriminative codes as
{q̃i }M

i=1. As stated in [2], [18], and [19], q̃i can be defined
as a one-hot vector, or a little bit complicated one such as
discriminative sparse code associated with labels or dictionary
atoms, or others with discriminability. However, this kind of
coding scheme emphasize the specific form of every single
code which has relatively weak connections with classification
mechanism. Because, the realization of classification owes not
to any single code but to the correlations between different
codes, distance measure or orthogonality, for instance. In other
words, the discriminability of codes will finally and actually
be reflected in the correlations between one code to another.

Based on these considerations, we propose a general coding
scheme from a novel perspective by directly constraining
the correlations between different codes instead of designing
specific forms of every single code. During the training stage,
the correlations between the training codes are used for the
unknown matrices learning. While, during the testing stage,
the correlations between testing codes and training codes can
serve the task of classification directly. More specifically,
one realization of the correlation constraint is as follows: For
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signals from the same class, the directions of the correspond-
ing codes should be coincident; however, for signals from
different classes, the corresponding codes should be mutually
orthogonal. Denoting such discriminative codes as {qi }M

i=1,
the correlation constraint can be formally stated as follows:

{〈
qi , q j

〉 = 1, if hi = h j ∀i, j,
〈
qi , q j

〉 = 0, if hi �= h j ∀i, j .
(7)

Compared with the former discriminative codes {q̃i }M
i=1,

the specific forms of {qi }M
i=1 are more flexible as long as the

correlation constraint is satisfied.
In order to better represent the relationships between the

observations {yi}M
i=1 and the discriminative codes {qi }M

i=1, qi

is rewritten as ϒ (yi ), where ϒ : R
α → G ⊂ R

β is a non-
linear mapping from the original space to a reproducing kernel
Hilbert space. This embedding can preserve all the statistical
features of the observations, while allowing one to compare
and manipulate the discriminative codes using Hilbert space
operations such as inner products, distances, spectral analysis,
and so on [38]. Thus we have:

{〈
ϒ (yi ) ,ϒ

(
y j

)〉 = 1, if hi = h j ∀i, j ,
〈
ϒ (yi ) ,ϒ

(
y j

)〉 = 0, if hi �= h j ∀i, j,
(8)

where all the discriminative codes are normalized by the
l2-norm, such that ‖ϒ (yi )‖2

2 = 1,∀i . For convenience,
the correlation constraint can be represented by a kernel matrix[Si, j

] = [〈
ϒ (yi) ,ϒ

(
y j

)〉]
1 implicitly. Hence, the computa-

tional complexity would not be influenced by the dimension-
ality of the discriminative code.

Then we have the following discriminative term:

‖ϒ(Y) − BX‖2
F , (9)

where, ϒ(Y) = [ϒ(y1),ϒ(y2), . . . , ϒ(yM )] is the discrimi-
native coding matrix.

Constrained by the discriminative codes, as the transforma-
tion matrix B is available, BX can be regarded as training
features for the classifier. With such discriminative term,
the property of the feature space is evident: The features in
the feature space are of high correlation inner-class and nearly
independent between-classes.

Furthermore, the discriminative term can be seen as another
reconstructive non-linear dictionary learning problem where B
is the non-linear dictionary. Thus, the discriminative term can
be re-written as follows similarly to (6):

‖ϒ (Y) − BX‖2
F = ‖ϒ (Y) − ϒ (Y) GX‖2

F , (10)

where

G =

⎡

⎢
⎢
⎢
⎣

G1
G2

0

0
. . .

GN

⎤

⎥
⎥
⎥
⎦

is another pseudo-dictionary.

1In order to make the matrix S reversible, the diagonal elements of S
are added with a small positive constant. This is reasonable, because the
correlation of one feature vector with itself is more likely higher than that
with another one.

Thus, as G is available, the columns of ϒ(Y)GX
are the training features and their inner product matrix
XT GTS (Y, Y) GX is used to train the classifier. Obviously,
the correlation constraint indeed serve the task of classification
more directly.

C. Final Objective Function

By incorporating (6) and (10) into (1), we have the final
objective function:

〈F, G, X〉 = arg min
F,G,X

‖� (Y) − � (Y) FX‖2
F

+ λ ‖ϒ (Y) − ϒ (Y) GX‖2
F

s.t . ∀i, j ‖xi‖0 ≤ T,
∥
∥� (Y) f j

∥
∥

2 = 1,
∥
∥ϒ (Y) g j

∥
∥

2 = 1, (11)

where, f j and g j are the j -th column of F and G, respectively.

III. OPTIMIZATION

In this section, we present our algorithm for optimizing the
objective function in (11). First, (11) can be re-written as

〈F, G, X〉 = arg min
F,G,X

∥
∥
∥
∥

[
� (Y)√
λϒ (Y)

]

−
[

� (Y) F√
λϒ (Y) G

]

X

∥
∥
∥
∥

2

F

s.t . ∀i ‖xi‖0 ≤ T, (12)

where, the matrix

[

[� (Y) F]T ,
[√

λϒ (Y) G
]T

]T

is normal-

ized by the l2-norm columnwise which can be regarded as a

new dictionary Dnew , and the matrix
[
�(Y)T ,

√
λϒ(Y)T

]T

can be regarded as a whole to be the input matrix.
And then, the dictionary learning problem can be divided

into two sub-problems: sparse coding and dictionary update.

A. Sparse Coding With KOMP

Suppose that the dictionary is fixed, and the objective
function in (12) is reduced to a sparse coding problem, which
can be re-written as:

〈X〉 = arg min
X

∥
∥
∥
∥

[
� (Y)√
λϒ (Y)

]

−
[
� (Y) 0

0
√

λϒ (Y)

] [
F
G

]

X

∥
∥
∥
∥

2

F
s.t . ∀i ‖xi‖0 ≤ T . (13)

Denote

� (Znew) =
[
�(Y)T ,

√
λϒ(Y)T

]T
, (14)

� (Ynew) = diag
(
� (Y) ,

√
λϒ (Y)

)
, (15)

Anew =
[
FT , GT

]T
. (16)

Eq. (13) is equivalent to the following problem:

〈X〉 = arg min
X

‖� (Znew) − � (Ynew) AnewX‖2
F

s.t . ∀i ‖xi‖0 ≤ T, (17)

which can be solved by the kernel orthogonal matching pursuit
algorithm (KOMP) [26].

It should be noted that KOMP is a method with kernels
embedded. As for the above problem in (17), all the
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kernel matrices utilized in the sparse coding stage are
summarized as follows:

�(Znew)T � (Znew) = K (Y, Y) + λS (Y, Y) , (18)

�(Ynew)T � (Ynew) = diag (K (Y, Y) , λS (Y, Y)) , (19)

�(Znew)T � (Ynew) = [K (Y, Y) , λS (Y, Y)] . (20)

B. Dictionary Update With Structured
Kernel K-SVD (SK-KSVD)

When the coefficient matrix X is fixed, the dictionary Dnew

is updated by optimizing the following problem:

〈F, G〉 = arg min
F,G

∥
∥
∥
∥

[
� (Y)√
λϒ (Y)

]

−
[

� (Y) F√
λϒ (Y) G

]

X

∥
∥
∥
∥

2

F
. (21)

where

[

[� (Y) F]T ,
[√

λϒ (Y) G
]T

]T

= Dnew . It is clear that

the dictionary Dnew is updated by optimizing F and G instead.
Note that unlike the traditional kernel KSVD framework,

the dictionary Dnew =
[
[D1, . . . , DN ]T ,

√
λ[B1, . . . , BN ]T

]T

with Dn = � (Yn) Fn and Bn = ϒ (Yn) Gn is a structured
dictionary which has some distinct characteristics. The pseudo-
dictionaries F and G are both block diagonal matrices. That is,
the columns of the matrix

[
FT , GT

]T
are sparse. Therefore,

it is infeasible to treat F and G as a whole to be optimized by
utilizing kernel KSVD algorithm. In what follows, we propose
a structured kernel KSVD (SK-KSVD) algorithm to solve the
above problem, whose basic idea is similar to KSVD and
kernel KSVD.

The structured dictionary Dnew is updated by optimiz-
ing F and G class by class. And for every specific class
n = 1, 2, . . . , N , Fn and Gn are updated atom by atom.

When updating the sub-dictionary of class n, namely Fn

and Gn , let the signal matrix � (Y) be decomposed into two
sub-matrices, � (Yn) and � (Yr ), containing the signals from
class n and the rest, respectively. Then, the corresponding
pseudo-dictionary F can be rearranged into Fn and Fr . In a
similar way, ϒ (Yn), ϒ (Yr ), Gn and Gr are obtained. The
objective function in (21) can be re-written as:
∥
∥
∥
∥

[
� (Y)√
λϒ (Y)

]

−
[

[� (Yn) Fn,� (Yr ) Fr ]√
λ [ϒ (Yn) Gn, ϒ (Yr ) Gr ]

] [
Xn

Xr

]∥
∥
∥
∥

2

F
(22)

=
∥
∥
∥
∥

[
� (Y) − � (Yr ) Fr Xr√

λ (ϒ (Y) − ϒ (Yr ) Gr Xr )

]

−
[

� (Yn) Fn√
λϒ (Yn) Gn

]

Xn

∥
∥
∥
∥

2

F
(23)

=
∥
∥
∥
∥

[
E1
E2

]

−
[

� (Yn) fk
n√

λϒ (Yn) gk
n

]

xk
n

∥
∥
∥
∥

2

F

, (24)

where,

E1 = � (Y) − � (Yr ) Fr Xr − � (Yn)
∑

j �=k

f j
n x j

n, (25)

E2 = √
λ

⎛

⎝ϒ (Y) − ϒ (Yr ) Gr Xr − ϒ (Yn)
∑

j �=k

g j
nx j

n

⎞

⎠, (26)

Xn and Xr represent the coefficient matrix of training signals
from all classes over the atoms from class n and the rest,

respectively, fk
n and gk

n are the k-th column of Fn and Gn ,
respectively, xk

n is the k-th row of Xn . Eq. (23) indicates that
when updating the n-th sub-dictionary, all the others are fixed.
Eq. (24) indicates that when updating the k-th dictionary atom
from class n, all the other atoms are fixed. Now the aim is to
find the optimal fk

n , gk
n and xk

n that minimize (24).
The coefficient vector xk

n plays an important role when mini-
mizing the above error function in (24). The non-zero elements
of xk

n establish bridges between the associated columns in
[
ET

1 , ET
2

]T
and the k-th dictionary atom from class n: Columns

in
[
ET

1 , ET
2

]T
corresponding to the non-zero elements of

xk
n are expected to update the k-th dictionary atom from

class n; columns in
[
ET

1 , ET
2

]T
corresponding to the zero-value

elements of xk
n do not affect the value of (24), therefore these

columns can be neglected and discarded when updating fk
n ,

gk
n and xk

n .
Define wk

n = {
i |1 ≤ i ≤ M, xk

n (i) �= 0
}

as the group of
indices of the non-zero elements in xk

n . Define �k
n as a matrix

of size M × ∣
∣wk

n

∣
∣, with ones on the

(
wk

n (i) , i
)
-th entries and

zeros elsewhere. The multiplications xk
n�

k
n and

[
ET

1 , ET
2

]T
�k

n
discard all zero elements in the vector xk

n as well as the

corresponding useless columns in
[
ET

1 , ET
2

]T
.

Now, the optimization problem can be re-written as:

〈
fk
n , gk

n, xk R
n

〉
= arg min

fk
n ,gk

n,xkR
n

∥
∥
∥
∥ER −

[
� (Yn) fk

n√
λϒ (Yn) gk

n

]

xk R
n

∥
∥
∥
∥

2

F

, (27)

where, ER =
[(

ER
1

)T
,
(
ER

2

)T
]T

, ER
1 = E1�

k
n , ER

2 = E2�
k
n ,

xk R
n = xk

n�
k
n .

The above optimization problem is equivalent to finding
the rank-1 matrix that best approximates the matrix ER in
terms of the Frobenius norm. It is noticed that the columns
of � (Yn) fk

n xk R
n lie in the column subspace of � (Yn),

which means that � (Yn) fk
n xk R

n could only approximate ER
1

in terms of the component lying in the column subspace
of � (Yn). Similarly,

√
λϒ (Yn) gk

nxk R
n could only approxi-

mate ER
2 in terms of the component lying in the column

subspace of ϒ (Yn). Hence, ER
1 and ER

2 should be projected
into the column subspaces � (Yn) and ϒ (Yn) respectively,
before finding the closest rank-1 matrix approximation. The
projections can be realized by left-multiplying ER

1 and ER
2

with the projection operators P f and Pg , respectively.

P f = � (Yn)
(
�(Yn)T � (Yn)

)−1
�(Yn)T , (28)

Pg = ϒ (Yn)
(
ϒ(Yn)T ϒ (Yn)

)−1
ϒ(Yn)T . (29)

P f and Pg are both idempotent matrices. And then, the
optimization problem can be written as:

〈
fk
n , gk

n, xk R
n

〉
= arg min

fk
n ,gk

n,xkR
n

∥
∥
∥
∥E −

[
� (Yn) fk

n√
λϒ (Yn) gk

n

]

xk R
n

∥
∥
∥
∥

2

F

, (30)

where,

E =
[

P f ER
1

PgER
2

]

(31)

is the total error matrix.
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According to the principle of singular value decomposi-
tion (SVD), the total error matrix E can be decomposed as

E = UVT . (32)

And then the rank-1 matrix σ1u1vT
1 is the best approximation

to E, where σ1 =  (1, 1) is the largest singular value,
u1 and v1 are the corresponding singular vectors belonging to
U and V, respectively. As stated in [11] and [26], the rank-1
matrix σ1u1vT

1 can be broken down into u1 and σ1vT
1 to

represent the atom and the non-zero coefficient vector, which
insures the resulting dictionary atom being normalized to
unit-norm. Thus we have

(
� (Yn) fk

n√
λϒ (Yn) gk

n

)

= u1, (33)

xk R
n = σ1vT

1 . (34)

Similar with kernel KSVD [26], eigen decomposition is
utilized instead of performing SVD decomposition directly:

ET E = V�VT , (35)

where, � = T . This gives us v1 as the first column of V,
and σ1 = √

� (1, 1). By substituting them into (34), xk R
n can

be found.
As for solving fk

n and gk
n , the following steps are performed

in sequence.
Right-multiplying both sides of (32) by V and pick up the

first columns of both sides, which gives us:

Ev1 = σ1u1. (36)

By substituting (31) and (33) into (36), the following
equations are obtained to seek for fk

n and gk
n .

(
P f ER

1
PgER

2

)

v1 = σ1

(
� (Yn) fk

n√
λϒ (Yn) gk

n

)

(37)

⇔{
�(Yn)

(
�(Yn)

T � (Yn)
)−1

�(Yn)
T ER

1 v1 = σ1� (Yn)fk
n

ϒ(Yn)
(
ϒ(Yn)T ϒ (Yn)

)−1
ϒ(Yn)T ER

2 v1 = σ1
√

λϒ (Yn)gk
n

(38)

where the two sub-equations in (38) are similar in form but
mutually independent. Thus, we can solve them separately.
Then we have:

fk
n = σ1

−1
(
�(Yn)

T � (Yn)
)−1

�(Yn)
T ER

1 v1

= σ1
−1K(Yn, Yn)−1 × (K (Yn, Y) − K (Yn, Yr ) Fr Xr

−K (Yn, Yn)
∑

j �=k

f j
n x j

n)�k
nv1 (39)

gk
n =

(
σ1

√
λ
)−1(

ϒ(Yn)
T ϒ (Yn)

)−1
ϒ(Yn)

T ER
2 v1

= σ−1
1 S(Yn, Yn)

−1 × (S (Yn, Y) − S (Yn, Yr ) Gr X

−S (Yn, Yn)
∑

j �=k

g j
nx j

n)�k
nv1 (40)

Based on the above procedures, the pseudo-code for the
overall SK-KSVD algorithm is given in Algorithm 1.

Algorithm 1 The SK-KSVD Algorithm

IV. CLASSIFICATION SCHEME

When the dictionary Dnew is available, namely the pseudo-
dictionaries F and G are available, the columns of ϒ (Y) GX
are the training features. The correlations between different
training features is expressed by the inner product matrix
XT GTS (Y, Y) GX, which is easy to compute. Besides,
such expression matches the classification mechanism of
SVM classifier [39]. In order to highlight the discriminabil-
ity of the extracted features, here we only choose the
simplest one, i.e., a linear SVM, for classification. More
details about the classification scheme are discussed in what
follows.

Authorized licensed use limited to: Duke University. Downloaded on February 15,2020 at 00:41:43 UTC from IEEE Xplore.  Restrictions apply. 



4584 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 26, NO. 9, SEPTEMBER 2017

In the training stage, the pseudo-dictionaries F and G are
firstly optimized via (12) using SK-KSVD. And then, the coef-
ficient matrix X is obtained by solving the sparse coding
problem in (13) with KOMP. Subsequently, the inner product
matrix between the training features, i.e., XT GTS (Y, Y) GX,
is used to train the linear SVM classifier.

In the testing stage, given a test signal z, with its label
unknown, only the reconstructive term is used to seek its
optimal sparse coefficient vector, which is a commonly used
strategy in supervised discriminative dictionary learning meth-
ods, such as [2], [18], and [19].

We were supposed to solve the sparse coefficient vector a
via:

a = arg min
a

‖� (z) − Da‖2
F s.t . ‖a‖0 ≤ T . (41)

and use Ba as the testing feature for classification. However,
recalling that the dictionary D and the transformation matrix B

are treated as a whole matrix Dnew =
[
DT ,

√
λBT

]T
and are

normalized jointly during training, i.e.,
∥
∥
∥
∥

[
� (Yn) fk

n√
λϒ (Yn) gk

n

]∥
∥
∥
∥

2

2
= 1, ∀n, k, (42)

the problem in (41) can not be solved using KOMP algo-
rithm [26], because the condition that atoms in the dictionary
should have unit-norm is not satisfied.

Following the similar ideas in [2], [18], and [19], a desired
dictionary D̂ and the corresponding transformation matrix B̂
are derived according to the following formulas:

D̂ =
{

� (Yn) fk
n∥

∥� (Yn) fk
n

∥
∥

2

}k=1,...,K

n=1,...,N

(43)

=
{

� (Yn) fk
n√

fkT
n K (Yn, Yn) fk

n

}k=1,...,K

n=1,...,N

(44)

=
{
� (Yn) f̂k

n

}k=1,...,K

n=1,...,N
(45)

= � (Y)F̂ (46)

B̂ =
{

ϒ (Yn) gk
n∥

∥� (Yn) fk
n

∥
∥

2

}k=1,...,K

n=1,...,N

(47)

=
{

ϒ (Yn) gk
n√

fkT
n K (Yn, Yn) fk

n

}k=1,...,K

n=1,...,N

(48)

=
{
ϒ (Yn) ĝk

n

}k=1,...,K

n=1,...,N
(49)

= ϒ (Y)Ĝ (50)

which are actually realized by modifying the pseudo-
dictionaries F and G into F̂ and Ĝ.

And then, the sparse coefficient vector â which corresponds
to the desired dictionary D̂ is obtained by solving the following
problem using KOMP.

â = arg min
â

∥
∥
∥� (z) − D̂â

∥
∥
∥

2

F
s.t .

∥
∥â

∥
∥

0 ≤ T . (51)

Algorithm 2 The CCSK-KSVD Algorithm

It is easy to prove that the desired {D̂, B̂} and the learned
{D, B} have the following relations:

� (z) ≈ Da = D̂â (52)

ϒ (z) ≈ Ba = B̂â (53)

Thus, we can use B̂â to express the testing feature instead of
using Ba.

Now, the inner product matrix between the testing feature
and the training features is used as the input for the SVM
classifier, namely:

〈B̂â, BX〉 = 〈ϒ(Y)Ĝâ, ϒ(Y)GX〉 (55)

= âT ĜTS(Y, Y)GX (56)

The proposed CCSK-KSVD algorithm is summarized in
Algorithm 2.

V. EXPERIMENTS

In this section, we present experimental results on some
publicly available databases to illustrate the effectiveness
of the proposed CCSK-KSVD algorithm for classification
task. In particular, we present face recognition results on the
Extended YaleB database [40] and the AR face database [41]
using random-face features [16], object classification results
on the Caltech101 dataset [42] using spatial pyramid
features [18], and synthetic aperture radar (SAR) target
recognition results on the MSTAR database [43] using
random-face features.

Apart from the MSTAR database, all the features of the
other datasets are coincidence with [18] which can be down-
loaded from:

http://www.umiacs.umd.edu/~zhuolin/projectlcksvd.html
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Fig. 1. Performance on the Extended YaleB database with varying sparsity
level.

The feature descriptors used in the MSTAR database is
captured via the same way as [16] and [18]. Namely, each
image is projected onto a α-dimensional feature vector
with a randomly generated matrix from the standard normal
distribution. Each row of the matrix is normalized in terms of
the l2-norm. The MSTAR database has fixed training set and
testing set. For the other databases, we repeat the experiments
10 times on each of these databases with different random
splits of the training and testing sets to obtain reliable results.
The final recognition rates are reported as the average of
each run.

We compare our approach with sparse representation-
based classification (SRC) [16], K-SVD2 [11], D-KSVD [2],
LC-KSVD3 [18], and Kernel KSVD4 [26]. Among these
methods, SRC is the only one that uses the original training
signals as the dictionary. For fair comparison, we randomly
select part of the training samples from each class to con-
struct the dictionary, which is denoted as SRC*. In all the
experiments, we employ only 2 iterations for the dictionary
initialization shown in (54). The main dictionary updates with
50 iterations for the Caltech101 dataset and 30 iterations for
the others, since features of Caltech101 dataset have higher
dimensionality. Other implementation details will be shown in
the following subsections.

A. Extended YaleB Face Recognition

The Extended YaleB database consists of 2414 frontal-face
images from 38 people captured under various illumination
conditions and expressions [40]. The original images were
cropped to 192 × 168 pixels. The dimension of the extracted
random-face feature is 504. There are about 64 images for each
person. We randomly select half of the images per category
as training and the other half for testing.

Except for SRC [16], the size of each sub-dictionary is 15,
which means that the total dictionary consists of 570 atoms.
A Gaussian kernel is used for our approach. The parameters λ
and δ are determined by fivefold cross validation on the
training dataset. The best performance is achieved at λ = 0.49
and 1/δ = 0.6.

Fig. 1 compares the performances of Kernel KSVD [26]
and CCSK-KSVD when varying the sparsity level T in the

2An algorithm that uses the dictionary learned by the K-SVD algorithm
in [11] and employs a linear classifier introduced in [18].

3An algorithm called “LC-KSVD2” in [18].
4An algorithm called “C-Kernel KSVD” in [26].

Fig. 2. Example of the convergence of SK-KSVD.

range from 30 to 130. It can be easily observed that both of
these two approaches have relatively better performance with
the increase of the sparsity level from 30 to 120. There is no
significant improvement with the sparsity level larger than 120.
Based on this analysis, the sparsity levels of the two non-linear
methods are set as 120.

The effectiveness of the proposed approach is validated from
the following two aspects:

Firstly, we check the objective function value in each
iteration to analyze the convergence of the proposed
SK-KSVD algorithm. The objective function value is
computed as:

‖� (Y) − DX‖2
F + λ ‖ϒ (Y) − BX‖2

F

= tr
(
K (Y, Y) + XT FTK (Y, Y) FX − 2K (Y, Y) FX

)

+ λtr
(
S (Y, Y) + XT GTS (Y, Y) GX − 2S (Y, Y) GX

)
.

(57)

Fig. 2 shows the variation of the objective function value
versus the numbers of iteration. It is clear that the objective
function value decreases during the optimization procedure,
which validate the convergence of the proposed algorithm.

Secondly, the effectiveness of the proposed discriminative
term and the discriminabilities of the extracted features are
examined. Fig. 3 displays the inner product matrices of the
extracted features in our approach, which implies the cor-
relations between different features. Owing to the dictionary
learning with correlation constraint, the obtained training fea-
tures are highly correlated inner-class and nearly independent
between different classes (see Fig. 3a). Such discriminative
dictionary is used for classification, and the test features are
discriminative as what we wish (see Fig. 3b). For better
demonstration, we make a contrast experiment via keeping the
reconstructive term of the proposed CCSK-KSVD but using
the discriminative term introduced in LC-KSVD in [18]. The
objective function is as follows:

min
F,A,X

‖� (Y) − � (Y) FX‖2
F + λ‖Q̃ − AX‖2

F

s.t . ∀i ‖xi‖0 ≤ T (58)

where, Q̃ = {q̃i }M
i=1 are the discriminative codes whose

specific forms are explicitly defined according to the labels
of the signals and the atoms, columns in X are the
final features for classification, which follow the principle
of [18]. We optimize (58) using the basic idea of SK-KSVD.

Authorized licensed use limited to: Duke University. Downloaded on February 15,2020 at 00:41:43 UTC from IEEE Xplore.  Restrictions apply. 



4586 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 26, NO. 9, SEPTEMBER 2017

Fig. 3. Inner product matrix of (a) training features and (b) testing features of
the Extended YaleB database with CCSK-KSVD. The indexes of the training
features and the testing features are permutated class by class, separately.

Fig. 4. Inner product matrix of testing features of the Extended YaleB
database with the approach by combining the reconstructive term of the
CCSK-KSVD and the discriminative term of the LC-KSVD. The indexes of
the testing features are permutated class by class. The classification accuracy
of such kind of feature is 97.83% with a linear SVM classifier and 97.75%
with a linear classifier as in [18].

The classification accuracy is 97.83% with a linear SVM
classifier and 97.75% with a linear classifier as in [18], which
are relatively higher than that of the Kernel KSVD but still
lower than that of the proposed CCSK-KSVD. We also plot
the inner product matrix of the testing features with such
approach in Fig. 4. Note that, the inner product values between
different features from the same class range from negative to
positive values. The features from the same class are not as
correlative as ours. The comparison results may caused by

TABLE I

RECOGNITION RESULTS USING RANDOM-FACE FEATURES
ON THE EXTENDED YALEB DATABASE

Fig. 5. Effects of different polynomial kernels on the classification accuracy
on the Extended YaleB database.

two reasons: 1) the structured and highly dimensional trans-
formation matrix ϒ (Y) G is more powerful than the simple
matrix A in expressing the relationships between the sparse-
code-space and the discriminative-code-space; 2) compared
with the coding scheme of Q̃ emphasizing the specific form
of every single code, the correlation constraint emphasizes
the correlations between different codes, which matches the
classification mechanism better.

The recognition results of our proposed CCSK-KSVD and
other state-of-the-art approaches are summarized in Table I.
Our approach achieves better result than the others. Especially,
our approach outperforms SRC [16] when SRC uses all the
training samples as the dictionary.

The performances using different polynomial kernels with
other parameters fixed are compared. The recognition accu-
racies are shown in Fig. 5. Clearly, the best performance
is achieved at φ = 2, η = 4, but still a little bit worse
than the best performance when using a Gaussian kernel with
1/δ = 0.6.

In addition, the robustness of the proposed method is
evaluated when the test samples are corrupted by random
Gaussian noise with different standard deviations as shown
in Fig. 6. As the distortion level increases, the performance
differences between the kernel methods and the linear method
become more drastic. Our proposed CCSK-KSVD performs
the best with moderate noise.

B. AR Face Recognition

The AR face database [41] consists of over 4000 frontal
images from 126 people. A subset of the database consisting
2600 images from 50 male subjects and 50 female subjects
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Fig. 6. Comparison of the recognition results on the Extended YaleB database
with the presence of Gaussian noise.

TABLE II

RECOGNITION RESULTS USING RANDOM-FACE
FEATURES ON THE AR FACE DATABASE

is used. There are 26 images for each person. For each
person, we randomly select 20 images for training and the
other 6 for testing. The dimension of the extracted random-
face feature is 540. The learned dictionary has 500 atoms,
which corresponds to 5 atoms per person.

We choose the following parameters for learning the dictio-
nary in our approach: a Gaussian kernel with 1/δ = 2 is used,
the scalar parameter is set as λ = 0.09, and the sparsity level
is T = 90.

We evaluate our approach using random face features and
compare it with the state-of-the-art approaches. The recog-
nition results are summarized in Table II. Our approach
outperforms all the linear methods and the non-linear Kernel
KSVD [26]. As there is no classification result publicly
available of Kernel KSVD on the AR face database in [26],
the comparison is based on our implementation, the training
and testing data of which are the same as those of our
approach. According to the average classification accuracy,
CCSK-KSVD improves at least 1.7% over Kernel KSVD and
is competitive with other linear methods.

As it is mentioned before, the final classification accuracy
is an average value based on different random splits of the
training and testing signals. Fig. 7 shows the comparison of
the classification results of Kernel KSVD and CCSK-KSVD
under different splits of training and testing samples. Note
that there exist “worse” splits of samples corresponding to
lower classification accuracies and “better” ones corresponding
to higher classification accuracies. CCSK-KSVD has better
performance than Kernel KSVD in all the 10 times of exper-
iments. In particular, CCSK-KSVD significantly outperforms
Kernel KSVD when using the “worst” split of samples. This
illustrates that, compared with reconstructive dictionary learn-
ing method, discriminative dictionary learning method is more

Fig. 7. The classification results of Kernel KSVD [26] and CCSK-KSVD
with different random splits of training and testing samples of the AR face
database.

Fig. 8. The recognition performance on the AR face database with varying
numbers of atoms per category.

robust when serving the task of classification. This should be
likely attributed to the discriminative term.

Besides, we also evaluate the effect of different numbers of
atoms in the dictionary. We set the number of atoms per cate-
gory as 5, 10, 15, and 20, respectively. As shown in Fig. 8, all
these three approaches have relatively better performance with
the increase of atom numbers. CCSK-KSVD performs better
than the others with various atom numbers. Compared with
the linear LC-KSVD, the two non-linear method, i.e., kernel
KSVD and CCSK-KSVD, are more robust to atom numbers.
Especially, CCSK-KSVD shows good performance even with
small dictionary size. This is due to the fact that it is not
the reconstructive accuracy of the reconstructive term, but
the discriminative ability of the discriminative feature, that
influence the recognition accuracy directly.

C. Caltech101 Object Classification

The Caltech101 dataset [42] consists of 9144 images from
102 classes (i.e. 101 object classes and 1 background class
collected randomly from the Internet) and each category con-
tains from 31 to 800 images. This dataset is very challenging
as it has diverse objects like animals, buildings and natural
scenes, and the images have significant shape variability.

Following the suggested experiment settings in [18], [26],
and [34], we train on 5, 10, 15, 20, 25, and 30 samples per
category and test on the rest. The corresponding parameter
settings are listed in Table III.
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TABLE III

PARAMETER SETTINGS OF THE EXPERIMENTS
ON THE CALTECH101 DATASET

TABLE IV

RECOGNITION RESULTS USING SPATIAL PYRAMID

FEATURES ON THE CALTECH101 DATASET

The recognition results of our approach compared with
some related work on the Caltech101 dataset are summarized
in Table IV. CCSK-KSVD outperforms all the competing
approaches with small dictionary size. The basic reason for
the good recognition performance is that CCSK-KSVD is
not a reconstructive approach to classification, in contrast to
purely reconstructive ones [11], [16], [26]. In CCSK-KSVD,
the reconstructive ability of the sparse codes over the learned
dictionary is not related to the recognition performance
directly. However, the projected sparse codes, being dis-
criminative features, are directly related to the recognition
performance. In other words, the sparse code provides a good
representation of the input signal in our approach, which does
not depend on its good reconstructive ability, but on the high
discriminability of the new feature obtained by projecting it.
Therefore, we do not need to learn a dictionary with large
size to obtain sparse code with better reconstructive ability
as long as the captured feature is discriminative enough for
classification task.

D. MSTAR Target Recognition

MSTAR database is a standard dataset for evaluating SAR
automatic target recognition (ATR) algorithms [43], [52],
containing X-band SAR images with 1 ft × 1 ft resolution for
multiple targets, such as tank, army truck, self-propelled anti-
aircraft gun, and etc. For each target, images were captured
at different depression angles over full 360° aspect views.

5It should be noted that the best recognition performance of Kernel
KSVD in [26] used a combination of multiple features. For fair comparison,
we execute it using the same feature as our approach.

Fig. 9. Illustration of the multi-view log amplitude SAR images of T72 tank
at depression angle 17°.

TABLE V

NUMBER OF THE MSTAR IMAGES USED FOR
THREE-CLASS TARGET RECOGNITION

The optical image of T72 tank as well as the corresponding
log amplitude SAR images with different aspect angles is
displayed in Fig. 9.

Following the suggested experiment settings in [53],
we use a subset of the MSTAR database for three-class
target recognition, including BMP2 infantry fighting vehicle,
BTR70 armored personnel carrier, and T72 tank. As shown
in Table V, 698 images captured at depression angle 17° are
used for training and 1365 images captured at depression
angle 15° are used for testing. The BMP2 and T72 have
variants with different serial numbers. In the training stage,
we only use the images from serial number SNC21 for
BMP2 and SN132 for T72. In the testing stage, images
from all the serial numbers listed in Table V are used. Such
experiment setting aims at evaluating the classification system
when recognizing objects with a 2° difference in depression
angle and also recognizing variants without training samples
for these variants. The original image, of size 128×128 pixels,
are cropped around the center of the image to 64 × 64 pixels
firstly, and then are projected onto a 512 dimensional vector
with a randomly generated matrix from the standard normal
distribution. Each row of the random matrix is normalized in
terms of the l2-norm.

The learned dictionary consists of 90 atoms, which corre-
sponds to 30 atoms for each sub-dictionary. The following
parameters are used for learning the dictionary in our
approach: a Gaussian kernel with 1/δ = 10 is used; the scalar
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TABLE VI

RECOGNITION RESULTS USING RANDOM-FACE
FEATURES ON THE MSTAR DATABASE

parameter is set as λ = 0.0049, and the sparsity level is
T = 60, where the parameters λ and δ are determined by
fivefold cross validation on the training dataset. Table VI
illustrates the recognition results of our approach com-
pared with some related works on the MSTAR database.
For fair comparison, all the approaches except SRC learn
dictionaries with the same size. Compared with the linear
approaches, CCSK-KSVD has a remarkable improvement.
Because, rather than learning linear dictionaries in the orig-
inal data space, learning non-linear dictionaries in the pro-
jected high-dimensional space can better reveal the underlying
structure of the data. Besides, compared with the non-linear
Kernel KSVD [26] considering the reconstructive error only,
CCSK-KSVD learns a non-linear dictionary with a discrimi-
native constraint. And the constraint does make sense as the
final recognition results show.

VI. CONCLUSION

We have proposed a novel discriminative non-linear
DL approach, correlation constrained structured kernel KSVD,
for object recognition. In order to learn a non-linear dictionary
simultaneously reconstructive and discriminative, and to obtain
discriminative features for classification, several contributions
have been made. First, a structured kernel dictionary is
designed, each sub-dictionary of which lies in the span of the
mapped signals from the corresponding class with closer links
with class labels. Second, a correlation constraint is added into
the objective function, constraining the correlations between
different discriminative codes, and restricting the coefficient
vectors to be transformed into a feature space, in which the
features are highly correlated inner-class and nearly inde-
pendent between-classes. Third, a structured kernel KSVD
algorithm is proposed to solve the optimization problem.
Fourth, a linear SVM is trained for the classification task which
matches the form of the extracted features. Experimental
results show the effectiveness of the proposed CCSK-KSVD
on the discriminability of the extracted features and on the
classification performance. Improvements over the recognition
accuracies on the four well-known publicly available databases
indicate that exploiting discriminative non-linear dictionary
can match the task of classification better than the linear
counterparts as well as purely reconstructive non-linear ones.

Kernel methods are attractive because they can realize any
linear or non-linear mapping implicitly. However, methods
using kernel matrix scale poorly with the size of the dataset.
Future work will include extending our approach to online
dictionary learning method in order to deal with large datasets.
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